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Salerno, Via Ponte don Melillo, Fisciano (SA) 84084, Italy

ReceiVed: May 1, 2009; ReVised Manuscript ReceiVed: June 17, 2009

DFT calculations give insight into the formation of peroxo intermediates 1-8 from a series of Cu(I) complexes
bearing N-hexadentated macrocyclic dinucleating ligands, suffering an oxidation by their interaction with
molecular oxygen. The discussion is thus based on the side-on peroxo cores, omitting the case of complex 8
for which the most favored structure is the trans-peroxo due to para substitution and the steric encumbrance
produced by the methylation of the aminic N atoms. The frontier molecular orbital theory explains deeply the
O2 binding to the Cu(I) complexes, giving key relationships between the energy of particular orbitals of the
copper complex before the O2 binding and the corresponding ones for the free O2. On the other hand, tools
such as the energy decomposition analysis and Mayer bond orders reveal the slight differences due to the
different types of ligands.

Introduction

Science has revealed that the binding and activation of O2

through multiple metal centers play an important role in the
catalytic cycle of many metalloenzymes.1 Proteins such as
tyrosinase, hemocyanin, and catechol oxidases2 contain dinuclear
copper active sites with suitability to adopt O2 in their metallic
core structures. Despite the fact that most experimental and
theoretical efforts have been focused recently toward mono-
copper species,3 the crystal structure determination of tyrosinase4

in 2006 has renewed the interest in the understanding of
biomimetic species of these dicopper complexes.2d,5 Reaching
a deeper insight into the interaction of O2 with bioinspired
dinuclear Cu(I) complexes is one of the key issues,2g and a
variety of structural motifs for the binding of O2 have been
reported,6 but most of these dicopper systems display side-on
µ-η2:η2-peroxo7 and bis(µ-oxo)8 isomeric [Cu2O2]2+ cores when
bonding to O2 that may easily interconvert. Their relative
stability is a product of the steric and also electronic properties
of the ligands, as well as the polarity and coordinative power
of the solvents and counterions.9

Moreover, both [Cu2O2]2+ cores have been proposed to be
the active species in the aromatic hydroxylation process, whereas
there is still controversy to reach a final conclusion because in
most cases the intermediates have not been experimentally
characterized.10

Low molecular weight biomimetic models have been of great
help in understanding the spectroscopic and structural properties
of the active site of these proteins.11 From a reactivity viewpoint
model compounds have shown how subtle variations in ligand
design strongly affect their reactivity toward oxygen and of the
corresponding oxygenate complex toward its intramolecular
oxidation or toward the oxidation of an external substrate.5e,12

Tyrosinase model systems that selectively produce aromatic
hydroxylation products13 are available; however, mechanistic
pathways are scarce, still not fulfilling all the queries about this
type of model mimetic of the tyrosinase, however being in
crescendo recently.14 There are important theoretical contribu-

tions reporting the oxidation of external substrates and on
hydroxylation of the ligand.2f,15 Starting from the work of Karlin
et al., a thorough analysis16 of the ligand hydroxylation has
revealed part of the mechanism2f,17 and given insight into the
reaction pathway mechanism of an intramolecular aliphatic
hydroxylation process18 and also aromatic19 as well as non-
intramolecular aromatic hydroxylation. Overall, two possibilities
to achieve the hydroxylation are now on course, describing either
a direct O-O cleavage before the insertion of O2 in the CuI

2

species20 or the formation of the bis(µ-oxo) core from the peroxo
entity.10,21

Theoretical analyses based on DFT calculations have shown
that the intermediates obtained from the oxidation of the
macrocyclic Cu(I) complexes and molecular oxygen generates
a variety of side-on Cu2O2 motifs.6d,22 Due to the important role
of these intermediates in the tyrosinase action,2a here the focus
is on a particular description of these intermediates, which might
display the shape of Scheme 1. The overall systems studied in
this work are displayed in Scheme 2. Those Cu2O2 intermediates
evolve toward the formation of radically different Cu(II)
complexes which depending on the macrocyclic ligand are
obtained as a µ-bishydroxo complex,6d a µ-hydroxo-µ-phenoxo
complex with intramolecular oxidation of the initial ligand,6d,23

and a terminal bishydroxo complex in para substitution of the
phenyl rings,6d the latter being the first example of its kind
described in the literature.

Previous studies have shown that using different didentate
or tridentate alkylamine ligands and depending on the solvent
and/or counterions a given Cu(I) complex interacts with
molecular oxygen to form both the µ-η2:η2-peroxo- or the bis-
µ-oxodicopper cores and that these species might be in rapid
equilibrium.12a,24,25 Theoretical calculations revealed that for the
systems included in Scheme 2 the side-on peroxo isomer is
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SCHEME 1: [Cu2O2]2+ Core Structures
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likely to be the only possible isomer since, as indicated
previously, no optimized structures for the bis-µ-oxo isomers
of 3 and 4 were located.6d Overall, there is a lot of controversy
about which is the most stable isomer for a system, either the
open-shell µ-η2:η2-peroxo-CuII

2 or the closed-shell bis(µ-oxo)
complex.26

It is envisaged to give insight into the O2 binding to the
Cu(I) complexes through tools such as the Mayer bond orders
(MBOs) and the energy decomposition analysis (EDA),
especially focusing on the frontier molecular orbital (FMO).
The scope of this study is to describe the nature of each
complex depending on the slight differences due to the
different types of ligands.

Theoretical Background

Energy Decomposition Analysis. The bonding interactions
between the molecular fragments A and B in a molecule AB
have been analyzed with the energy decomposition scheme
of the program package ADF,27 which is based on the EDA
method of Morokuma28 and the extended-transition-state
(ETS) partitioning scheme of Ziegler and Rauk.29 The bond
dissociation energy ∆E between the fragments A and B is
partitioned into several contributions which can be identified
as physically meaningful quantities. First, ∆E, also called
the BE (binding energy) is separated into two major
components, ∆Edef and ∆Eint:

∆Edef is the energy which is necessary to promote the
fragments A and B from their equilibrium geometry and
electronic ground state to the geometry and electronic state
which they have in the compound AB. In the case of fragments
that do not present a singlet state as the multiplicity ground
state, this term must be corrected by an additional term.
Therefore, ∆Eprep includes a distortion from the geometry of
the fragment in its ground state to its geometry in the combined
compound as well as an electronic promotion to the state with
singlet multiplicity if this is not already the electronic ground-
state configuration of the fragment. This additional term to form
∆Edef is sometimes called ∆Eexcit.30

∆Eint is the instantaneous interaction energy between the two
fragments in the molecule. The latter quantity is the focus of
the bonding analysis and can be divided into three main
components:

∆Eelstat gives the electrostatic interaction energy between the
fragments which is calculated with a frozen electron density
distribution in the geometry of the complex. ∆EPauli gives the
repulsive interactions between the fragments which are caused
by the fact that two electrons with the same spin cannot occupy
the same region in space. The term comprises the four-electron
destabilizing interactions between occupied orbitals. ∆EPauli is
calculated by forcing the Kohn-Sham determinant of AB,
which results from superimposing fragments A and B, to be
orthonormal through antisymmetrization and renormalization.
The stabilizing orbital interaction term ∆Eorb is calculated in
the final step of the analysis when the Kohn-Sham orbitals
relax to their final form.

Mayer Bond Order. A definition of bond order due to
Wiberg31 is based on the P matrix

and is applicable to NDO-type theories where the atomic orbital
basis forms an orthonormal set. The Wiberg bond order uses
the square of the off-diagonal elements of P:

Mayer32 has suggested a method for calculating bond orders
from the P matrix:

The Mayer definition can be seen as an extension of the Wiberg
index. This leads to the classical integer values for homonuclear
diatomics when minimal or small basis sets are used. Noninteger
values are found for larger basis sets and in more complicated
molecules and these reflect the polarized character of the bonds
as well as delocalization and multicenter effects. Mayer bond
orders are a valuable tool in the analysis of the bonding in main
group33 and transition metal34 systems.

Computational Details

The reported calculations were carried out by using the
Amsterdam density functional (ADF) package developed by
Baerends et al.35 and vectorized by Ravenek.36 The numerical
integration scheme employed was that of te Velde et al.37 An
uncontracted triple-� basis set was used for describing the 3s,
3p, 3d, 4s, and 4p orbitals of copper. For carbon (2s, 2p),
nitrogen (2s, 2p), oxygen (2s, 2p), and hydrogen (1s), double-�
basis sets were employed. All these basis sets were augmented
by an extra polarization function.38 Electrons in lower shells
were treated within the frozen core approximation.35 A set of
auxiliary s, p, d, f, and g functions, centered in all nuclei, was
introduced to fit the molecular density and Coulomb potential
accurately in each SCF cycle.39 Closed- and open-shell systems
were studied within the restricted and unrestricted formalism,
respectively. All energetic values were evaluated using a
generalized gradient approximation (GGA) that includes a GGA
exchange correction of Becke40 and the GGA correlation
correction of Perdew.41 Several authors have shown that this

SCHEME 2: Drawing of the Macrocyclic Ligands of
Complexes 1-8
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scheme of calculation provides excellent results for bond
dissociation energies.5d,42 The 2006.01 release of the ADF
package was used for all calculations.43

Results

The starting point of the study is a series of eight dinuclear
copper complexes in Figure 1,6d charged +2 closed-shell singlet
ground-state structures containing the macrocyclic ligands shown
in Scheme 2 and the Cu2O2 core. For the reliability of the
geometries a validation method similar to that of other studies
was used.44 For the hydroxylated product of system 5 the rms
for the bond distances is only 0.067 Å and that for the angles
is 1.5°, thus providing confidence in the reliability of the chosen
method to reproduce the geometries of the intermediate com-
plexes. The reliability of BP86 relative energies has been
substantiated by previous studies.42,45 Due to the fact that the
ligand conformation energy plays an important role in fine-
tuning the energetic balance,46 calculations presented in this
work correspond to the full real molecules, without any further

modeling. The bis(µ-oxo) species was not located in any case
(see Figure 1),47 in agreement with Cramer6 for pure exchange-
correlation density functionals such as BP86.48 Futhermore, the
equilibrium µ-η2:η2-peroxo/bis(µ-oxo) is artificially displaced
toward the peroxo species by hybrid functionals such as the
B3LYP functional, due to unbalanced correlation corrections,
while pure functionals provide better energetics for the relative
energy of the peroxo/bis(µ-oxo) isomers.6,26 Highly correlated
ab initio calculations should be used to solve this issue, but
unfortunately the large number of atoms in the system precludes
this study.

The energy difference between the triplet and the biradical
states is low due to the large spatial separation between the
two unpaired electrons located on each copper atom, as found
in similar copper complexes.6 Since it has been found for similar
species that the triplet state is quite close in energy to the
singlet49 (or even for some particular cases it can be more
stable50), the relative stability of both states has been checked
in all compounds by optimizing the triplet state. In all cases,

Figure 1. Calculated charged +2 structures for µ-η2:η2-peroxo side-on complexes 1-7 and trans-µ-1,2-peroxo 8. Hydrogen atoms have been
omitted for the sake of clarity.
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except for 8, the optimized triplet-state structure presents a
higher energy than the optimized singlet-state geometry as is
observed in Table 1. In a previous study it was observed that
spin-unrestricted broken-symmetry calculations for the singlet
diradical state reconverged to the restricted solution.6d This
means, that, at least at the present BP86 level of theory, the
restricted singlet is the ground state. Closed-shell singlet states
are favored with respect to open-shell diradical singlet states
by DFT.51 Additionally and related to this effect, it has been
shown that the spin density and the DFT orbitals for Cu(II)
binuclear complexes are excessively delocalized on the ligands.52

This overdelocalization is partially corrected when using hybrid
functionals, especially those that incorporate a large percentage
of exact Hartree-Fock exchange. However, because of the
multideterminantal character of the diradical singlet state,
sophisticated post-Hartree-Fock calculations are still needed
to reach a conclusive answer about the relative stability of
closed-shell and open-shell diradical singlet states in the peroxo
complexes.53 Although high-level post-Hartree-Fock methods
provide better and more reliable results, they remain prohibitive
for molecules containing more than six or seven heavy atoms.
In this sense, DFT methods offer a better compromise between
the accuracy of the results and the computation time required
for large systems such as those analyzed in this work.

Complexes 1-7 present a distorted side-on core where the
Cu centers adopt a highly distorted square pyramidal geometry,
different from the square planar geometry for both copper atoms
in complex 8. This last complex cannot avoid the two
characteristics that are against the stability of the side-on core,
i.e., the permethylation of the amines and the para substitution

in the aromatic linkers of the corresponding ligand. It is
confirmed that, having only one of these handicaps, the molecule
reaches the rhombic core, i.e., the CuII

2(µ-η2:η2-O2) core, but
the combination of both evolved to the formation of a trans-
µ-1,2-end-on core. The permethylation of the amines means an
increase of the steric hindrance.

On the other hand, the para substitution of the aromatic rings
produces an elongation of the Cu-Cu distance before the O2

binding. The values from Table 2 confirm these statements.
However, this allows the explanation of why complex 8 displays
a triplet ground state, with a trans-µ-1,2-peroxo core with the
copper atoms separated by 4.677 Å (see Figure 1). Furthermore,
this multiplicity is explained because of the short distance
between oxygen atoms (1.301 Å), similar to that of the free

TABLE 1: Relative Stability of Singlet and Triplet States
for Complexes 1-8

1 2 3 4 5 6 7 8

∆ES-T -7.3 -7.3 -0.7 -0.7 -11.2 -0.1 -1.3 +1.9

TABLE 2: Cu-Cu Distances of 1-8 before and after the
O2 Binding (Å)

1 2 3 4 5 6 7 8

before 4.165 4.125 5.327 5.579 4.964 4.965 6.172 6.372
after 3.595 3.568 3.455 3.605 3.582 3.738 3.574 4.677

Figure 2. (a) µ-Bishydroxo complex for 4, (b) µ-hydroxo-µ-phenoxo
complex for 5, and (c) terminal bishydroxo complex for 8.

TABLE 3: MBOs for Complexes 1-8

1 2 3 4 5 6 7 8

Cu-Cu 0.195 0.201 0.226 0.213 0.198 0.190 0.209 0.102
O-O 1.071 1.050 1.063 1.036 1.046 1.039 1.068 1.210
Cu-O 0.368 0.339 0.327 0.374 0.369 0.403 0.384 0.532

0.323 0.358 0.372 0.345 0.395 0.308 0.388 0.188
0.368 0.347 0.373 0.365 0.357 0.310 0.387 0.194
0.327 0.365 0.368 0.351 0.382 0.376 0.387 0.554

Cu-Oa 1.387 1.408 1.440 1.434 1.503 1.397 1.545 1.468

a Sum of the four MBO values of the Cu-O interactions.

TABLE 4: Decomposition Energy Analysis for the
Cu-µ-η2:η2-O2 Intermediates of Complexes 1-7
(kcal ·mol-1)

1 2 3 4 5 6 7

∆Edef,O2
16.5 18.9 19.8 18.9 17.3 16.3 17.5

∆Edef,complex 12.8 12.7 28.2 28.6 22.4 24.3 42.9
∆Edef 29.3 31.7 48.0 47.6 39.7 40.6 60.4
∆EPauli 349.9 369.1 349.6 345.9 356.1 325.8 331.0
∆Eelstat -198.9 -207.2 -200.8 -198.2 -203.3 -187.8 -194.3
∆Eoi -226.7 -240.0 -242.6 -235.9 -228.1 -217.0 -226.4
∆Eint -75.7 -78.1 -93.8 -88.2 -75.3 -79.0 -89.7
∆Eexcit 26.8 26.7 26.7 26.7 26.8 26.8 26.8
BE -19.7 -19.6 -19.1 -13.9 -8.8 -11.6 -2.5

Figure 3. Correlation between the O-O bond length in the µ-η2:η2-
peroxo intermediates and the orbital interaction energy (∆Eoi).

SCHEME 3: Correlation Diagram Which Describes the
Main Orbitals Involved in the Bonding between the
Copper Dimer and the Free Molecular Oxygen
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dioxygen molecule (1.218 Å) and much shorter than the O-O
bond distances in complexes 1-7. This suggests that complex
8 retains quite a lot of the molecular character of the free O2,
different from what is predicted for similar compounds, but
confirmed by stronger structural motives.54

The shortening of the Cu · · ·Cu distance with respect to the
dinuclear copper(I) complexes before binding to O2, and the
enlargement of the O-O distance with respect to the free
molecular oxygen, is a regular behavior for the formation of
the side-on peroxo complexes 1-7.

The O2 binding on these macrocyclic ligands requires more
insight because of the different nature of the three types of
products obtained from only intermediates 1-8. In Figure 2
the three different optimized products evolved from these eight
intermediates are described. Thus, those Cu2O2 intermediates
evolve toward the formation of radically different Cu(II)
complexes which depending on the macrocyclic ligand are
obtained as a µ-bishydroxo complex for 4, a µ-hydroxo-µ-
phenoxo complex for 5 with intramolecular oxidation of the
initial ligand, and a terminal bishydroxo complex for 8 in the
para substitution of the phenyl rings. Complex 4 models
the action of the tyrosinase.6d,19

To evaluate the strength of the [Cu2O2]2+ core, an MBO
analysis for complexes 1-8 listed in Table 3 we envisaged.
The MBO values for O-O must be compared with respect to
1.941 of the free O2 molecule. Immediately a quite constant
trend is observed for complexes 1-7, however with lower values
than for the free O2 molecule. Therefore, the O-O bond distance
is clearly activated as the MBO decreases when the O2 is
coordinated to both copper atoms. Apart from that, there are
different trends that are robust. From complex 1 to 2, from 3 to
4, or from 5 to 6 a slight decrease of the MBOs is observed,
demonstrating that the addition of a methylenic unit in the
alkylic chains that link the amine groups means an increase of
the steric hindrance; i.e., it is more difficult for the Cu2O2 core
to adapt itself inside the central empty space left by the
macrocyclic ligand. Furthermore, the permethylation of the
amines reveals a decrease of the MBO values, despite complex
6 displaying a higher value than 4. It is explained from the sum
of the Cu-O MBOs that it is quite lower for complex 6 because
it displays a quite unsymmetrical core. Complex 6 possesses a
unique structure in this family of complexes that allows the
explanation of the effect of the permethylation on its side-on
peroxo species. If it is compared to complex 4, the rhombic
core suffers a high distortion. Each copper center has two
different types of apical coordinating amines, and the relative
disposition of the six N atoms is octahedral instead of trigonal
prismatic because of this amine permethylation. On the other
hand, the odd O-O MBO value for 8 reflects its particular
behavior as compared to the other species (vide supra).
Furthermore, the Cu-Cu interaction is half with respect to that
of the other systems, and the asymmetry of its core reveals two
stronger Cu-O bonds and consequently two weaker Cu-O
ones.

To gain insight into the nature of the O2 bonding to form the
Cu2O2 core, an EDA was carried out. All energetic details about
this analysis are collected in Table 4 for complexes 1-7 to form
the corresponding µ-η2:η2-peroxo intermediates. When O2 binds
the binuclear macrocycles, the highest energy released comes
from the complexes with Schiff bases as ligands, i.e., species 1
and 2, the first system displaying the highest value, which
explains the fact that the elongation of the linking alkylic chain
between imine groups slightly disfavors the O2 binding. This is
reinforced by comparing system 3 with system 4, but with
amines. For the Schiff base systems the difference is smaller
due to the rigidity given by the imine groups. Thus, overall,
enlarging this chain, the formation of the µ-η2:η2-peroxo
intermediate is less favored. Then complex 6 is expected to have
a lower binding energy than 5, but really it does not present a
perfect rhombic core (vide supra). Anyway, the permethylation
of the amine groups in both systems supposes a considerable
decrease of the binding energy. Finally, when the effects of the
meta and para substitutions of the aromatic ring are compared,
i.e., systems 3 and 7, a sharp decrease of the binding energy is
observed due to the long Cu-Cu distance before the insertion
of the free O2 molecule, 6.172 Å for 7 with respect to 5.327 Å
for 3.

The EDA study of the binding energy between the ground
state of molecular O2 and the binuclear macrocycle to form the
µ-η2:η2-peroxo compounds allows a detailed scheme collected
in Table 4 which first decomposes the binding energy into the
deformation energy and interaction energy. The deformation
energy (∆Edef) is the energy needed to modify the geometry of
the ground-state free fragments to attain the geometry that they
have in the intermediate. It can be divided into the deformation
energy of the dinuclear complex (∆Edef,complex) and the deforma-
tion energy of the oxygen molecule (∆Edef,O2

). On the other hand,
the interaction energy (∆Eint) is the energy released when the
two free deformed fragments in their ground states, i.e., the free
O2 molecule and the macrocyclic ligand bonded to two Cu(I)
ions, are brought to the position that they have in the µ-η2:η2-
peroxo intermediate. This interaction energy may be divided
into three parts as seen in eq 2.

The ∆Edef total values range from 29.3 kcal ·mol-1 (1) to 60.4
kcal ·mol-1 (7). First, it is necessary to point out that the
deformation energy of the O2 molecule is almost constant for
all complexes, ranging from 16.3 kcal ·mol-1 for complex 6,
which is supposed to display a nonperfect peroxo core, to 19.8
kcal ·mol-1 for complex 3 (19.8 kcal ·mol-1), which is the
complex with the most activated O-O bond, i.e., with the largest
O-O bond length (1.435 Å). Thus, the differences in deforma-
tion energy must be found in the other term corresponding to
the ∆Edef of the nonoxygenated part of the complexes, ranging
from 12.7 to 42.4 kcal ·mol-1. It is extremely low for complexes
1 and 2, bearing Schiff base ligands in their structures that bring
rigidity to display by far the shortest Cu-Cu distances before
the O2 binding (see Table 2). The permethylated species 5 and
6 display lower values with respect to the homologous non-

Figure 4. Frontier molecular orbitals of complexes 1-8 (energies in kcal ·mol-1).
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permethylated ones 3 and 4, respectively. Thus, the complexes
bearing more rigid ligands undergo less deformation in their
original structures, leading to lower deformation energies and,
in general, more negative binding energies. On the other hand,
complex 7 releases an enormous amount of energy (42.4
kcal ·mol-1), nearly 50% more than the homologous meta-
substituted complex 3. This fact is thus due to the para
substitution of the aromatic rings of the initially dicopper(I)
complex that when binding O2 requires shortening of the
Cu · · ·Cu distance from 6.172 to 3.574 Å. Therefore, even
though a more rigid ligand favors lower deformation energies,
it is necessary to point out that the rigidity must come from the
alkylic chains of the ligands, because in the aromatic chains of
the ligands the phenyl ring prefers to be substituted in the meta
position instead of the para position.

Regarding ∆Eexcit, due to the triplet f singlet evolution of
O2, nothing must be commented because the differences are
lower than 0.1 kcal ·mol-1. The ∆Eint terms take values from
-75.3 kcal ·mol-1 (5) to -89.7 kcal ·mol-1 (7). The rigidity
imposed by the Schiff base ligands of complexes 1 and 2 and
the permethylation of the amines of complexes 5 and 6 decrease
the interaction energy in absolute value. In the latter complexes
the Cu2O2 core is not placed so nicely as in complexes 3 and 4.
On the other hand, the para substitution of the ring in complex
7 does not strongly decrease this energetic term (from -93.8
kcal ·mol-1 for complex 3 to -89.7 kcal ·mol-1 for 7). This
interaction energy term can be further partitioned into the Pauli
repulsion energy (∆EPauli), the electrostatic interaction (∆Eelstat),
and the orbital interaction (∆Eoi) energy terms. There is a
correlation with the O-O bond length and the different
components of the interaction energy, especially with ∆Eoi as
can be viewed in Figure 3. Thus, in general and as expected, a
larger O-O bond is associated with a larger (in absolute value)
∆Eoi. This split of the interaction energy is key to understanding
why, for example, the O2 binding is weaker when all amine
groups are permethylated; i.e., there is a sensible decrease of
the binding energy from 3 to 5 and from 4 to 6, according to
an even stronger decrease of the covalent interactions included
as the ∆Eoi term.

To sum up, the higher the basic character of the macrocyclic
ligand the lower the binding energy. This is described when
going from a complex with a ligand with imine and amine
groups to a ligand with only amine groups, i.e., when going
from 1 to 3 or from 2 to 4. Then when going from secondary
to tertiary amines, the effect is the same (comparing 3 with 5
and 4 with 6). Finally the basic character of the ligand is
increased when the alkylic chains are increased (comparing 1
with 2 and 3 with 4). An overview of this explanation can be
rationalized from the orbital diagram in Scheme 3, where the
interaction between a free oxygen molecule and a dicopper
species is displayed. According to Scheme 3, the key interaction
is the one involving the (dxy)1 + (dxy)2 orbital of the macrocyclic
dicopper complex with the π*x orbital of the oxygen molecule.
When the basicity of the macrocycle increases, the energy of
the (dxy)1 + (dxy)2 orbital of the copper dimer rises and
consequently the energy released in the interaction between the
copper dimer and the O2 molecule decreases.

To check the validity of the simple Scheme 3, first in Figure
4 the energetic values of the highest occupied molecular orbital
(εH) and the lowest unoccupied molecular orbital (εL) of
complexes 1-8 with their shapes are displayed. It is necessary
to point out that despite displaying quite different ligands the
shape of the core of the frontier molecular orbitals is nearly the
same for complexes 1-8. There is no bonding orbital due to

Figure 5. Ψ1 orbital of complexes 1-7, output of the (dxy)1 + (dxy)2

orbital of the dinuclear complex before entering the oxygen molecule
with the π*x orbital of O2 (energies in kcal ·mol-1).
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the π*z orbital of the O2 molecule in the HOMO orbital,
supporting the prediction in Scheme 3. Just complex 8 displays
a different shape, due to the nonformation of the peroxo
intermediate.

Overall, for a better insight I searched for an appropriate
orbital corresponding to the dxy orbital of each copper atom,
finding it as HOMO - 14 or HOMO - 15 depending on the
complex. The significance of the Ψ1 orbital displayed in Figure
5 for the meta-substituted complexes 1-6, output of the
favorable bonding interaction of the dinuclear complexes with
O2, is key to understanding the absolute value of the corre-
sponding binding energies by the relationship BE ) 202.9 +
0.745E(Ψ1) with R2 ) 0.820. Thus, with a very simple scheme
the prediction of the binding energy is feasible, just searching
for the energy of just one orbital. In Table 5, the high energetic
values of the Ψ1 orbitals for the permethylated species 5 and 6
explain their lower BEs. This evaluation of the binding energy
can be slightly improved by observing the amount of energy
corresponding to the overlap of the (dxy)1 + (dxy)2 orbital of the
nonoxygenated Cu(I) dinuclear complex with the π*x orbital
of the afterward bonded O2. Taking into account also the energy
of this orbital, the relationship is also quantitative with an
agreement of 0.822 for the equation BE ) 202.6 + 0.708E(Ψ1)
+ 0.044E[(dxy)1 + (dxy)2]. However, the inclusion of this new
term is not very significant. On the other hand, instead of
including the variable E[(dxy)1 + (dxy)2], the inclusion of a

geometrical parameter such as the O-O distance after the O2

bonding allows an improvement of the agreement of the O2

bonding (R2 ) 0.853) with the equation BE ) 324.6 +
0.698E(Ψ1) - 195.1rO-O. Especially the behavior of complex
7 does not follow the same trend, influenced surely by its para
substitution of the aromatic rings that evidence that the overlap
is very low. This suggested that with only the FMO theory and
the geometrical parameter rO-O a complete understanding cannot
be achieved, this however being possible with a revision of the
model, enlarging it with the inclusion of another geometrical
parameter. Observing that complex 7 presents the longest
Cu-Cu distance before binding O2, the inclusion of the
geometrical parameter that includes the shortenings of the
Cu-Cu distance before and after the O2 binding in the model
gave us an excellent agreement for complexes 1-7 (R2 ) 0.953,
BE )-601.5 + 0.573[E[(dxy)1 + (dxy)2] - Ψ1] - 6.775E[rCu-Cu

(before the O2 binding) - rCu-Cu (after the O2 binding)] -
420.3rO-O). Instead of using the energy of either the Ψ1 or (dxy)1

+ (dxy)2 orbitals as single variables, I added as a variable the
energetic difference between both orbitals. However, this
strategy requires further improvement, take for instance includ-
ing a larger series of systems to increase its statistical validity.
Nevertheless, it is feasible to conclude that factors such as the
Cu · · ·Cu distance also have an important effect. Indeed, an
increase of the Cu · · ·Cu distance in complex 7 after the O2

binding confirms the stabilization of the (dxy)1 + (dxy)2 orbital

TABLE 5: Key Orbitals To Gain Insight into the O2 Binding To Form Complexes 1-7 (kcal ·mol-1)

Cu-Cu orbital 1 2 3 4 5 6 7

Ψ1 -300.8 -296.5 -294.7 -292.9 -286.8 -285.9 -292.5
(dxy)1 + (dxy)2 -250.2 -252.8 -245.0 -240.6 -243.3 -236.1 -251.0
[(dxy)1 + (dxy)2] - Ψ1 50.6 43.7 49.8 52.3 43.5 49.8 41.5

Figure 6. Orbital diagram for the O2 binding of complex 3 revealing the main interactions between the frontier molecular orbitals and their
neighbor orbitals (energies in kcal ·mol-1).
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of the copper dimer and produces an increase of the absolute
value of the binding energy. However, this effect is further
compensated by a reduction of the overlap between the (dxy)1

+ (dxy)2 orbital of the copper dimer and the π*x orbital of the
O2 molecule due to the long Cu-Cu distance to overcome; i.e.,
the low (in absolute value) BE of 7 containing the para-
substituted ligand as compared to 3 containing the meta-
substituted ligand is related to the larger deformation energy
needed to modify the geometry of the dinuclear complex without
O2 to reach the structure that this fragment has in the µ-η2:η2-
peroxo form.

A schematic diagram of the key orbitals involved in the O2

binding is displayed in Figure 6, which is a simple mofidication
of Scheme 3, however maintaining its nature. It is clear that
the supposed nonbonding orbitals had to suffer a slight
stabilization because the interactions between orbitals are not
pure. Furthermore, the orbitals π*z and π*x of the free molecular
oxygen are higher in energy with respect to the copper ones
before interacting. Then the energetic surplus of these degener-
ated HOMO orbitals of O2 is strongly stabilized by the dicopper
complex. However, the overlap of the (dxy)1 + (dxy)2 orbital of
the dinuclear complex with the π*x orbital of O2 is confirmed,
however finding the Ψ1 as the HOMO - 14 or 15, depending
on the complex.

Conclusions

Theoretical analyses based on DFT calculations have shown
that the intermediates obtained from the oxidation of the
macrocyclic Cu(I) complexes and molecular oxygen contain a
variety of side-on Cu2O2 motifs. Those Cu2O2 intermediates
evolve toward the formation of radically different Cu(II)
complexes depending on the macrocyclic ligand.

DFT calculations for dinuclear copper complexes 1-8,
containing the macrocyclic ligands shown in Scheme 2 and the
[Cu2O2]2+ core, have proven to be an excellent tool to envisage
reactive intermediates that cannot be detected and characterized
experimentally. This has allowed rationalization of the nature
of the evolved oxidized species based on the nature of the
macrocyclic ligand that could not have been understood
otherwise. The FMO theory has described thoroughly the
binding energies resulting from the O2 binding, however with
a combination with geometrical parameters.

Acknowledgment. I thank the Generalitat de Catalunya for
a Beatriu de Pinós postdoctoral fellowship and the INSTM-
Italy for a CINECA grant. I also thank X. Ribas, M. Costas,
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(30) González-Blanco, O.; Branchadell, V.; Monteyne, K.; Ziegler, T.

Inorg. Chem. 1998, 37, 1744–1748.
(31) Wiberg, K. B. Tetrahedron 1968, 24, 1083–1096.
(32) (a) Mayer, I. Chem. Phys. Lett. 1983, 97, 270–277. (b) Mayer, I.

Int. J. Quantum Chem. 1984, 26, 151–154.
(33) (a) Bridgeman, A. J.; Harris, N.; Young, N. A. Chem. Commun.

2000, 1241–1242. (b) Bridgeman, A. J.; Nielsen, N. A. Inorg. Chim. Acta
2000, 303, 107–115. (c) Bridgeman, A. J.; Rothery, J. J. Chem. Soc., Dalton
Trans. 1999, 4077–4082. (d) Bridgeman, A. J.; Rothery, J. Inorg. Chim.
Acta 1999, 288, 17–28. (e) Bridgeman, A. J. Polyhedron 1998, 17, 2279–
2288. (f) Bridgeman, A. J. J. Chem. Soc., Dalton Trans. 1997, 2887–2893.
(g) Bridgeman, A. J. J. Chem. Soc., Dalton Trans. 1997, 1323–1329.

(34) (a) Bridgeman, A. J.; Rothery, J. J. Chem. Soc., Dalton Trans. 2000,
211–218. (b) Bridgeman, A. J. J. Chem. Soc., Dalton Trans. 1996, 2601–

2607. (c) Bridgeman, A. J. J. Chem. Soc., Dalton Trans. 1997, 4765–4771.
(d) Bridgeman, A. J.; Bridgeman, C. H. Chem. Phys. Lett. 1997, 272, 173–
177. (e) Bridgeman, A. J.; Cavigliasso, G.; Ireland, L. R.; Rothery, J.
J. Chem. Soc., Dalton Trans. 2001, 2095–2108. (f) Poater, A.; Duran, M.;
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